MATH 225: Some Short Notes on Fall 2018 Final Examination
1. @ X' =k x (2450 -x).

(b) 2450

(©)

(d) Rumor is spreading most rapidly when x' is maximized. Let f(x) = k(2450x — x?).
Since f'(x) = k(2450 — 2x) and f" (x) = —2k < 0, the maximum occurs at x =1225.

(e) Variables separate: [ @ 4510_x)

)dx — [ 2450k dt. Integration yields Inx — In(245 — x) = 2450kt +

1
2450—x

side to obtain f(%+

dx = [ k dt. Do a partial fraction decomposition of the left hand

C which we write as ln( ad ) = 2450kt + C. Applying the exponential function to both sides results in

x 1

2450-x
. . 1

X = ( 2450kt \With x(0) 1, we obtain C = —— Then = —— 2450kt golye for x:

2449 2450-x 2449

2450—x
i = 2450 i = - =1 (2L
Solution has the form x(t) = ———"—7= . Solving f(4) = 50 for k yields k = ——-In (2449)

Ork=——In (2449)

9800 48

2. Predator-Prey Problem
(a) Predator population experiences exponential decay; it dies out.
(b) Prey population experiences logistic growth increasing toward carrying capacity of a/p

(0,a/b)

(a/p,0) (m/n,0)
(©) \
() F(x,y) = ax — px* — bxy so F,(x,y) = a — 2px — by, F,(x,y) = —bx.Also G(x,y) = —my +

nxy so G(x,y) = ny,G,(x,y) = —m + nx.
_[a—2px — by —bx ]
](x,y)—[ ny —-m+ nx

0

—m)' Eigenvalues are real and of opposite sign, so origin is a saddle point.

©J00 = (g
—a —ba/p

(f) The other critical point is (a/p,0). The Jacobian here is J (g 0) = ( 0 n (g _ E)) = (5 :) so both
n

eigenvalues are negative and this is an asymptotically stable point.
(9) The predator population will die out and the prey population will approach its carrying capacity%



3. (@) If fand g are any two solutions, then using the fact that the derivative of a sum is the sum of the
derivatives, we have t?(af + bg)" + t(af+bg)'+ (af+bg) = t*(af" + bg")+t(af+bg’)+ af+ bg =a( t*f+
tf'+f)+b(t*g" +tg' +g) = a0 + b0 = 0 for any constants a and b.-

, —sin (In |t " =cos nlth ; gin (Int]) - cos(In|t])+sin (In|t

(b) If £(x) = cos (In ]}, then f'(t) = =201 and f"(t) = —=— = Zcostnithrsin Qnieh
Then t2f" (x) + tf'(t) + f(t) = —cos (In |t]) +sin(In|t]) — sin(In|t])+cos(In|t) = O so f is a solution. The
verification that sin(In|t]|) is also a solution is similar.

(c) Suppose (*) C; cos (In|t]) + C, sin (In|t]) = 0 for some constants C; and C, . Then the identity must
be true when t = 1, but this gives 0 = C; cos (In|1]) + C, sin (In|1]) = C; X 1 + C, X 0 = C;.Thus C,=0.
Substituting into (*) yields C, sin (In [t]) = 0 but sin(In|t]) is nonzero for some values of t so C, must also
= 0. Then the pair of functions forms a linearly independent set. [You can also do this problem using the
Wronskian.].

W = det (C(-):ngl(?nlﬁ,) Slcr:s((llillllttl)l)) — [cos (njel)*+sin Ane))® _1

t t
(d) 1= u(l) _ C1 and u’(t) _ -Cq su;(ln|t|) C, cos(In|t])
Hence u(t) = cos (In|¢t]) + 2 sin (In|t])
(e) Either -oo <t < 0 or 0 < t < oo depending on whether to is negative or positive.
(f) No. The set of solutions of this second order linear homogeneous differential equation is a two
dimensional vector space so there can be no linearly independent set of three or more elements.

' ! 1 1 .
(g) Letx;=xandx; =x". Thenx| =x,andx) =x" = —-> - = —Zx; — ~x, . We can write the

system as IS
X1\’ 0 1 X
(xi) - (—1/t2 —1/t) (x:)

cos(In|t|) sin(In|t])
(h) Letx= ( —sin(In|t]) > and y = ( cos (In|t]) ) Then {x, y} is a fundamental solution.
t t

t

so2=u'(1)=¢C,.

4. (a) Periodic solutions at r = 0 (one point), r =1, and r = 3. r = 0 is asymptotical stable, r = 1 is unstable,
R =3 is semistable.

(b) Fx+Gy < (—2—y?) + (1 —x?) = —1—x% —y? < 0is negative throughout the entire (x,y)-plane.
(XN _ (Y xN(=O\_ (Y X -1 _
@ wsing (3) = (% 1) () = G 3310 1)=
(—y +x|r—3|(r— 1))x’ = xl\/x2 +y2 — 3|(\/x2 +y2-1)—y
x+ylr=3|(r—-1) y' =x+y|\/x2+y2_3|(\/x2+y2_1)

b

5, (a)olet(“;’1 2

)=(a—/l)(d—/l)—bc=AZ—(a+d)A+ad—bc=/12—T/1+D

(b) From quadratic formula; A = Z2X"—*2 'T;_w

T D Eigenvalues

0 Positive +i/D center Periodic

0 Negative | +y/D saddle point

0 0 0 improper node

Positive | Negative | Opposite signs; Saddle

Positive | 0 T.0

Negative | Negative Both Negative Asymptotically Stable




The characteristic polynomial is 13> — 612 + 121 — 8 = (1 — 2)3s0 A = 2 has algebraic multiplicity 3, but
its geometric multiplicity is only 1.

0o -2 2 1
HereA—AI = A - 2] = (0 0 2) which gives v = (0)
0O 0 O 0

The format of the solution will vary depending on the choice of an eigenvector and the generalized
eigenvectors selected. We want v, u, w suchthat (A- Al)v=0,(A — ADu=v,(A — ADw=u.l

1 1 1
chose v = <0>,u = (—1/2>,w = (—3/4>
0 0 —-1/4
1 1 1 , /1 1
which yielded C;e?* <0> ,+Cy | te?t (o) + e?t (—1/2) + Cs (% e?t (0) +e%t (—1/2) +
0 0 0 0 0
1
et (—3/4) )
—1/4

Att=0: Cl1 +C2+C3=5
0C1 —(1/2)C2 —(3/4)C3 = 14
0C1 + 0C2 —(1/4)(C3)= 2018

1

1 1 L 2 1 1
—4031e2 (o> +12108| te?t (0) ye2t| ——||=8072 (7e2f (o) +et <—1/2> fe?t (—3/4) )
0 0 2 0 0 ~1/4

0

In every case, the solutions should reduce to
x(t) = (—4036t2 + 4008t + 5)e?t, y(t) = (4036t + 14)e?t, z(t) = 2018e2¢

Alternatively, we can solve the system "bottom up" as three first order linear differential equations:

z' = 2z,z(0) = 2018 yields z = 2018e%*
y' =2y 42z =2y +4036e? ory’ — 2y = 4036e?" has Integrating Factor e 2¢
which has solution y = 4036te?" + 142t
x'=2x—2y+2zorx' —2x = —8072 te?" — 28e?" also has Integrating Factor e%*
and has solution x = (—4036t% + 4008t + 5)e?*



